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Abstract. Artificial intelligence is considered to be one of the great-
est technological advancements of modern times. Smart machines
are expected to transform the ways information is stored, decisions
are made, and knowledge is shared. Al is already capable of per-
forming many tasks, and it is used to assist work in different fields
such as healthcare, education, entertainment, and business. However,
as with any other significant innovation, there is a lot of uncertainty
and fear around it. For example, Al is not yet capable of ethical rea-
soning, and as such it is often perceived as potentially dangerous or
unpredictable. Recently, the interest in exploring users’ attitudes to-
ward Al has increased, and people’s trust in Al arose as one of the
key questions. Understanding the concept of human trust in Al is
essential for developing safe and reliable machine intelligence. To
that end, this study aims to explore human trust in Al while utiliz-
ing self-determination theory, self-efficacy, and locus of control as
theoretical frameworks. This study relies on the longitudinal survey
data. The data consist of information related to people’s experiences
and perceptions of Al, and also experimental manipulations in which
participants are exposed to hypothetical scenarios such as working
with Al assistants.

1 Introduction

Al technologies are becoming widely used in various contexts across
the globe. Al has not only been integrated into the services and prod-
ucts of businesses and organizations, but also embedded in the gad-
gets ordinary people rely on daily, such as phones and computers.
AT’s growing influence on everyday activities and interactions has
made the issue of trust a critical concern. Research has shown that
trust in Al affects people’s behavior, particularly Al acceptance [5]
and adoption [1]. Besides this, trust in Al has also been found to af-
fect cognitive and affective processes such as, for instance, opinions
and emotions [13]. With trust being a cornerstone of society and Al
becoming an increasingly common actor within it, it is important to
investigate the role and implications of its growing presence. This
has also been recognized by international organizations such as the
European Union and United Nations, which are actively working to
ensure the safe and trustworthy employment of AI [12, 3].

In the future, Al will undoubtedly become more autonomous, and
it will be in charge of a wide range of tasks, from solving complex
problems to making independent decisions. Meanwhile, human re-
liance on smart technologies may continue to grow. Consequently,
the issue of trust receives even greater significance. To that end, this
thesis aims to investigate human trust in Al through the lens of es-
tablished theories and concepts from social psychology, specifically
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self-determination theory, locus of control, and self-efficacy. This so-
ciopsychological perspective offers valuable insights into how indi-
viduals can cope and navigate in an increasingly technology-driven
society.

2 Theoretical Background

There are multiple ways to define trust in the context of human-Al
interactions. According to one of the most widely used definitions in
the field, trust represents “the willingness of a party to be vulnerable
to the actions of another party based on the expectation that the other
will perform a particular action important to the trustor, irrespective
of the ability to monitor or control that other party” [6, p. 712]. This
definition originally refers to human-human interactions, but it can
also be extended to a human—AlI context. In this case, trust represents
situations in which an individual believes that Al will complete the
task for them without the need to monitor or control it. It is important
to highlight that trust depends on many factors. A review of literature
has categorized them into factors related to 1) characteristics of a
human as a trustor; 2) characteristics of Al as a trustee; 3) the context
in which a human and Al interact [4]. The fourth predictor, named
interactions, refers to the dynamic aspects of trust in Al, because trust
can increase or decrease over time [11].

Locus of control (LOC) is defined as the extent to which one feels
to have control over their own behavior, and it can be external or in-
ternal [8, 9]. According to Rotter [9], punishments and rewards that
we receive from our environment are either dependent on our per-
sonal actions and decisions (internal LOC), or they depend on exter-
nal factors such as luck or fate (external LOC). Self-efficacy refers to
one’s estimation that they are capable of executing a specific task in a
successful way [2]. One of the early definitions in the context of tech-
nology implies that self-efficacy can be seen as “the belief in one s
ability to successfully perform a technologically sophisticated new
task” [7, p. 467]. Self-determination theory SDT is a concept accord-
ing to which autonomy, relatedness, and competence represent basic
psychological needs that are associated with our well-being and mo-
tivation [10]. According to SDT, autonomy refers to one’s need to
be in control of their own actions and choices; relatedness refers to
one’s need to establish meaningful connections with others; and com-
petence refers to one’s perceptions of their abilities to attain desired
results [10].

Because self-efficacy, locus of control, and basic psychological
needs are drivers of human behavior and motivation, they also play
an important role in shaping people’s experiences and well-being in
technology-driven environments. Analyzing how these constructs af-
fect trust in Al can be useful for explaining user behavior, in particu-



lar, willingness to interact with Al, accept it, and use it in a way that
promotes digital well-being.

3 Research Questions

RQ1: How is locus of control associated with trust in AI? RQ2: How
is self-efficacy associated with trust in AI? RQ3: How are basic psy-
chological needs of autonomy, competence, and relatedness associ-
ated with trust in AI?

4 Data and Analysis

The study utilizes longitudinal survey data collected in the frame
of the UrbanAl (2021-2024), Self & Technology (2022-2025), and
WorkSome (2018-2025) projects.

We used the Norstat Finland platform for data collection in all
projects except Self & Technology (2022-2025), for which we used
both Norstant and Dynata. The data are analyzed quantitatively by
employing Stata software. Multivariate analyses are conducted using
regression and variance analysis, suitable for longitudinal and com-
parative analyses.

5 Contributions so far

My doctoral dissertation will consist of four peer-reviewed articles,
and I am currently in the process of working on my final article. The
contributions made so far are presented below.

In the first study, we investigated whether people have more trust
in: 1) Al assistants, 2) human assistants, or 3) Al assistants with hu-
man verification, and how control over the assistant affects this trust.
In this study, we focused on the workplace context. To investigate
this, we conducted an online survey experiment with adult partici-
pants from Finland (N = 828). We confirmed our first hypothesis
that people trust human assistants more than Al assistants. When it
comes to the second hypothesis, we discovered that having control
increased trust not only in Al assistants but also in human assistants.

The second study was based on a longitudinal four-wave dataset
collected online from adult participants from Finland in 2021 (N =
1226), 2022 (N = 828), 2023 (N = 717), and T4 (N = 653). The
study investigated attitudes towards the use of Al in the context of
self-determination theory and locus of control. The study looked into
attitudes toward Al in twelve domains of Al employment: medicine,
caregiving, teaching and education, traffic, urban planning, building
and real-estate technology, defense forces, information security, job
recruitment, dating services, culture and art, and political decision
making. We found significant associations between technological re-
latedness and positive attitudes towards Al across domains both at
within- and between-person levels. Technological autonomy and in-
ternal LOC were linked to positive attitudes toward Al only in spe-
cific domains, while no link was identified between competence and
positive attitudes toward Al.

In our third study, we investigated trust in Al by conducting sur-
veys with participants from 12 countries on 6 continents. This study
is grounded in sociopsychological concepts of self-efficacy and self-
determination theory. We used linear regression to analyze the data.
This study contributes to the discussions on closing the “Al divide”
as it includes culturally diverse perspectives. Because this paper is
currently under review, detailed descriptions of the findings cannot
be provided at this point.

6 Conclusion and directions for remaining work

This thesis is grounded in well-known theories from social psychol-
ogy and supported by longitudinal data. By analyzing how basic psy-
chological needs, locus of control, and self-efficacy affect trust in Al
it aims to offer novel insights into human behavior and well-being in
an Al-driven world. Further, this research responds to the growing
call for a more human-centric and cross-cultural approach to study-
ing AL I am currently working on my final article, which will explore
how trust in Al has changed and evolved between 2019 and 2024. As
this part of the work is in its early stages, I would greatly appreciate
feedback, suggestions, and ideas from fellow researchers participat-
ing in this doctoral consortium.
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