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Abstract. This thesis critically examines the role of human oversight
as a legal safeguard against algorithmic discrimination in automated
decision-making systems under European Union law. With Al
increasingly employed in crucial domains such as employment,
finance, and public administration, algorithmic biases pose
significant risks to fundamental rights, especially non-
discrimination. While EU regulations like the GDPR, Al Act, and
Platform Workers Directive mandate human oversight to mitigate
these risks, empirical evidence highlights substantial cognitive and
practical challenges limiting oversight’s effectiveness, such as
automation bias and difficulties interpreting algorithmic decisions.
This interdisciplinary research integrates doctrinal legal analysis,
empirical case studies, cognitive psychology, and insights from
human-computer interaction literature to propose an original
framework for genuinely meaningful oversight. The findings
underscore the necessity for targeted strategies — including
specialized bias training, explicit intervention guidelines, and
enhanced Al explainability protocols — combined with innovative
regulatory instruments like Al regulatory sandboxes? and technical
standards. By systematically addressing oversight’s documented
limitations and providing practical recommendations for
policymakers, regulators, and Al developers, this research
contributes significantly to ensuring responsible, effective, and
legally compliant human oversight in automated decision-making
across the EU digital landscape. This research also builds on the
author’s previously published work, including analyses of Article 22
GDPR and the right to explanation3, as well as studies on the
regulatory potential of Al sandboxes under EU digital law?. These

publications form the theoretical foundation for the dissertation,
while the present project extends them by integrating empirical
findings and interdisciplinary insights into a comprehensive
framework for meaningful human oversight.

1. Research Questions

This dissertation seeks to systematically investigate the main
research question and sub-questions indicated below:

Main Research Question:

- How can human oversight mechanisms mandated by EU
secondary law be structured and implemented effectively to
mitigate algorithmic discrimination?

Sub-questions:

- What are the specific human oversight requirements
established under EU secondary law (GDPR/LED, Al Act,
Platform Workers Directive), and how do they interact and
overlap?

- What practical limitations affect the effectiveness of human
oversight, particularly concerning cognitive biases and
epistemological differences between human and algorithmic
reasoning?
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- What structural and procedural measures (e.g., training,
guidelines, explainability protocols) enhance human
oversight’s effectiveness in mitigating discrimination?

- How can regulatory tools such as Al regulatory sandboxes,
technical standards, and common specifications under the Al
Act facilitate effective oversight implementation without
compromising Al innovation and efficiency?

Through answering these questions, this dissertation aims to
offer a nuanced and empirically grounded framework for the legally
mandated human oversight mechanisms, advancing both
theoretical understanding and practical implementation within EU
digital law. This contribution addresses a significant gap by
synthesizing legal scholarship with cognitive and technical insights,
thus ensuring that human oversight effectively fulfils its intended
role as a safeguard against algorithmic discrimination.

2. Preliminary findings

Early findings from the research, based on insights from existing
literature and research, affirm both the importance of human
oversight in theory and the complexity of making it effective in
practice. The legal analysis reveals that EU laws increasingly stress
“meaningful” human oversight as a safeguard, but they vary in
specificity. For example, Article 22 GDPR affords individuals a right
to human intervention in fully automated decisions, yet offers scant
detail on how that oversight should be executed. In contrast, the
proposed Al Act (Article 14) and the Platform Workers Directive
(Article 10) explicitly require human oversight for certain high-risk
Al systems and provide more concrete implementation criteria. This
evolution signals the EU’s growing resolve to rely on human
oversight as a regulatory tool, while also hinting at potential
overlaps and inconsistencies between instruments that the thesis is
mapping out. At the same time, the interdisciplinary inquiry
underscores significant limitations of human oversight as currently
practiced. Empirical case reviews and literature indicate that human
overseers often struggle to detect subtle or systematic biases in Al
outputs. Cognitive challenges — like human'’s difficulty in interpreting
Al's probabilistic reasoning or maintaining vigilance during high-
volume automated processes — mean that oversight can devolve
into a perfunctory “rubber-stamping” exercise. Indeed, preliminary
analysis suggests that untrained or unsupported human oversight
may sometimes give a false sense of security (what Brennan-
Marquez et al., 2019 have called an “apparent” rather than actual
human involvement in ADM, namely where oversight is merely
formal and does not affect algorithmic outcomes) without actually
reducing discriminatory outcomes.

These insights reinforce the thesis’ central problem: without
deliberate design and support, human oversight alone will not
reliably prevent algorithmic biases. The research has also identified
promising strategies to enhance oversight. A review of emerging
recommendations shows consensus around measures like bias
awareness training for human reviewers, well-defined intervention
protocols (when and how overseers should intervene on an Al’s
decision), and improved explainability of Al decisions to aid human
understanding. Such measures are hypothesized to mitigate issues
like automation bias and information asymmetry, making oversight
more effective.

Additionally, initial exploration of regulatory innovations indicates
that tools like Al regulatory sandboxes and technical standards could
play a role in refining oversight practices. Al regulatory sandboxes
(as envisioned in the Al Act) would allow controlled experimentation
with oversight mechanisms in diverse contexts, helping stakeholders
learn what works before wider deployment. Common standards or
guidelines could disseminate best practices and ensure a baseline
quality of oversight across industry. However, the preliminary
analysis also cautions that these instruments are not panaceas:
sandbox approaches must avoid regulatory capture or
fragmentation, and overly rigid standards might stifle context-
specific adaptations. These nuanced findings will inform the
dissertation’s proposed framework, stressing that effective
oversight requires both multi-faceted human training and support,
and adaptive governance mechanisms that encourage innovation
while upholding rights.

3. Directions for the remaining work

Going forward, the research will delve deeper into evaluating and
validating the proposed oversight framework. This includes refining
the normative criteria for “meaningful” oversight and testing the
feasibility of recommended interventions (for instance, via
hypothetical scenarios or further case studies). The upcoming thesis
chapters will formulate concrete policy recommendations for EU
institutions and practical guidelines for organizations implementing
ADM oversight.

The dissertation’s main contribution will be the development of a
comprehensive oversight framework. Its preliminary structure
consists of:

e Setting out and systematizing the (currently scattered)
normative criteria aimed at ensuring genuinely
“meaningful” human intervention is achieved, as derived
from a critical examination of relevant EU law instruments
including GDPR, LED, Al Act, DSA, and Platform Workers
Directive, as interpreted by relevant case-law and soft law
instruments such as the EDPB guidelines and the HLEG
Ethics Guidelines for Trustworthy Al. This will enable to
conceptualize overlapping human oversight requirements
in EU law, to be then leveraged as a compass through the
rest if the dissertation.

e Accounting for the practical challenges that stand in the
way of the legally-mandated standard of “meaningful”
human oversight, drawing upon relevant literature (e.g.,
on cognitive psychology and human-machine interaction)
and empirical research, in order to highlight structural and
cognitive limitations. This part will focus particularly on
cognitive biases affecting human oversight, such as
automation bias and algorithm aversion. Additionally, this
chapter explores fundamental epistemological
differences between qualitative human reasoning and
quantitative algorithmic processing. Empirical insights
and scholarly contributions from relevant literature are
discussed to illustrate these issues clearly, acknowledging
complementary insights from fields such as cognitive
psychology and behavioural economics.



e  Establishing potential strategies to enhance human
oversight, focusing on innovative regulatory and
institutional approaches and building on the interaction
between the two previous points. This part will present
normative criteria essential to establish genuinely
meaningful oversight, including accountability,
transparency, autonomy, and fairness. This part will also
investigates Al regulatory sandboxes as a possible
instrument to address the possible pitfalls and
shortcomings of human oversight, as singled-out in the
preceding sections, examining their role in practically
supporting context-sensitive, iterative implementations
of human oversight in high-risk use-cases. The aim of this
section is to lay down practical recommendations for
regulators, providing suggestions to strengthen the
overall effectiveness of oversight mechanisms foreseen by
the growing corpus of EU digital law.

In this respect, Participation in the Doctoral Consortium will be
valuable at this stage. Presenting these preliminary insights to an
interdisciplinary audience of Al researchers, ethicists, and legal
experts, may allow the gathering of constructive feedback to
strengthen the analysis and ensure the work’s relevance beyond the
legal domain. The Consortium’s input can help refine the
framework’s assumptions, suggest new angles (e.g., HCl design
improvements or comparative perspectives).

4. Methodology

This research employs, primarily, a legal-doctrinal approach
supplemented by a legal-theoretical approach (also drawing from
other relevant fields, especially cognitive psychology) as to its
contextualization and reflection, with a view to address the
normative, legal, and practical dimensions associated with the
concept of human oversight in Al systems. Specifically, this research
relies on a combination of doctrinal legal analysis, case study and
soft law analysis, as well as interdisciplinary analysis. This multi-
dimensional methodological approach is necessary to ensure
comprehensive coverage of the research questions and the robust
exploration of possible oversight mechanisms.
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