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Abstract. This paper outlines my PhD research in Artificial Intel-
ligence, which investigates the presence and origins of bias in lan-
guage models. In the early stages of the project I developed meth-
ods to visualize, measure, and statistically validate stereotypes in
model embeddings. More recently, my focus has shifted to the train-
ing process itself, with the goal of tracing how biases propagate from
data to model behavior. Through controlled experiments on mod-
els fine-tuned with ideologically distinct corpora, I analyze learning
trajectories and the emergence of distorted knowledge. Adopting a
white-box perspective, this work aims to make large language mod-
els more transparent, interpretable, and ultimately more trustworthy
over time.

1 Introduction and Research Vision

This document presents the current stage of my PhD research in Ar-
tificial Intelligence, with a specific focus on the critical analysis of
language model behavior — particularly regarding the presence of
stereotypes, prejudices, and, to use a now-ubiquitous but still mean-
ingful term, bias.

The paper is structured into two main parts. The first (§2) offers
an overview of the work conducted so far, highlighting the logical
thread that connects each step and its contribution to my scientific
development. The second (§3) focuses on ongoing research direc-
tions, outlining the final phase of my doctoral project.

During the first two years, my research aimed to understand how
and when language models exhibit preferential or discriminatory
attitudes toward specific social groups. I began by designing a vi-
sualization protocol [9] to make the presence of bias in model em-
beddings more explicit. This was followed by the development of a
quantitative method [9], designed to be both flexible and agnostic to
the model architecture and the type of social groups under analysis.

Currently, my work investigates the origins of bias, with particu-
lar attention to the role that training data — both from the pretrain-
ing and fine-tuning phases — plays in shaping model behavior. I am
exploring the possibility of a causal relationship between the com-
position of training datasets and the model’s responses on socially
sensitive or controversial topics. To do this, I analyze the behavior of
models trained on politically oriented corpora, evaluating their out-
puts in relation to historically marginalized groups.
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2 Research Achievements
2.1 Bias Visualization

In our initial work [9], my coauthors and I introduced a procedure
to visualize distortions in how language models represent concepts
related to socially stereotyped categories. The goal was to highlight
how, at a statistical level, words associated with certain protected
groups are systematically represented differently from others — not
by chance, but as a reflection of recurring linguistic patterns in the
training data, which themselves mirror pre-existing social stereo-
types.

The method is based on analyzing the distribution of semantic vec-
tors corresponding to different categories and draws inspiration from
previous works, such as [4], while introducing key innovations. Our
approach is applicable to contextual models (like BERT [7]) and re-
quires only a minimal set of terms to produce interpretable results.
This makes it suitable not only for technical analysis but also for
more accessible communication, for example, towards non-expert
users interested in understanding model behavior.

2.2 Bias Quantification

In the follow-up work [10], we expanded and deepened the anal-
ysis initiated with bias visualization by proposing a procedure to
quantify distortions present in language model embeddings. The goal
was to transform qualitative observations into a robust, statistically
validated measure capable of objectively capturing the presence of
stereotypes in the semantic representation of certain social cate-
gories.

The underlying hypothesis is that latent components within word
vector representations unintentionally — but systematically — en-
code sensitive information such as gender, ethnicity, or religion. To
detect these components, we employed a Support Vector Machine
(SVM) trained to distinguish the protected attribute within embed-
dings. Next, we tested the classifier on a second set of words associ-
ated with common stereotypes linked to the protected attribute. If the
SVM can correctly separate these words as well, there is a correla-
tion between the protected attribute and other stereotypically associ-
ated traits (Figure 1) To quantify this correlation, we used Cramér’s
V metric [6] and we tested the method on several language models
known to exhibit gender, ethnicity, and religion biases, demonstrat-
ing its effectiveness in detecting stereotypical distortions within em-
beddings.
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Figure 1. Schema of the bias quantification procedure. The classifier is

trained on the protected words, and then tested on the stereotyped words.
The more the outcome is unbalanced w.r.t. the ideal perfectly balanced
outcome, the more correlation we observe between the attributes.

3 Current and Future Work

In the final phase of my doctoral research, I am focusing on investi-
gating how biases transfer from data to models. In this section, I will
briefly outline the research framework, starting from the key ques-
tions I intend to explore and moving towards a preliminary review of
the relevant literature and the current state of the field.

3.1 Research Questions

Previous studies have treated language models as "frozen" artifacts:
biases were visualized or measured only ex post, without investigat-
ing how these biases were introduced into the model. The final phase
of my PhD reverses this perspective: I aim to observe the dynamic
transfer between data and internal representations, with the goal of
preventing — not just diagnosing — undesirable distortions.

The guiding questions of this project are:

1. What is the current state of the art regarding studies that link
training phases to the final behavior of models?

2. To what extent can existing techniques be adapted to trace the
emergence of stereotypes (such as gender, ethnicity, religion,
etc.) throughout training?

3. What practical modifications are needed to transform these tech-
niques into effective auditing tools during model development?

4. What impact would bias tracing have on the safety and user ex-
perience of those interacting daily with large-scale language mod-
els?

3.2 Related Work and State of the Art

A preliminary survey reveals that the literature on training dynamics
of large language models (LLMs) remains fragmented. Some rele-
vant strands include:

e Bias tracking from data to model — studies whose purpose is to
approach bias in LLMs with a causal perspective [18, 11, 3, 16].

e Studies on memorization and knowledge emergence — studies
that research how training influences the model’s knowledge [12,
17, 14, 5].

e Machine unlearning — methods to “forget” portions of datasets
and measure their impact on model behavior [8, 20, 2, 13, 19].

While these works provide useful building blocks, there is still a
lack of a unified framework that causally connects dataset composi-
tion, to bias formation, to model output.

3.3 Bias Tracing (Work in Progress)

The experimental strategy proceeds along two complementary paths:

1. Training Trajectory Analysis.

e Starting model: Pythia GPT-NeoX [1] (160 million parame-
ters).

e Dataset: BIGNEWS [15], two parallel corpora of US news arti-
cles labeled by political orientation (“left” / “right”).

e Objective: to track, checkpoint by checkpoint, shifts in seman-
tic representations and world knowledge induced by exposure
to ideologically distinct content.

2. Targeted Fine-tuning and Sensitivity Testing.

e Starting from a pre-trained LLM, we apply controlled fine-
tuning on “biased” subsets.

e For each model version, we measure the emergence of bias us-
ing the SVM + Cramér’s V framework developed in prior work
[10].

In the coming months, tests will be extended to other sensitive
attributes (gender, religion) and larger models, aiming to produce
dataset-aware training guidelines and early-warning mechanisms for
bias.

4 Conclusions and Perspectives

Throughout my doctoral journey, I have tackled the issue of stereo-
types in language models through a systematic, white-box approach.
From the start, I chose to investigate models not as black boxes to be
queried, but as transparent systems whose internal representations
can and must be analyzed, understood, and ultimately improved.

The guiding thread of my work is a critical yet constructive vi-
sion of the current Natural Language Processing landscape. Lan-
guage models are extraordinarily powerful tools, but inherently non-
neutral: they incorporate and amplify biases, hallucinations, and dis-
torted reasoning patterns, often directly reflecting the data on which
they are trained.

I do not believe the answer to these challenges lies in rejecting the
technology or seeking purely technical fixes. Rather, it is essential to
make these models more accessible, measurable, and interpretable.
Recognizing, quantifying, and transparently communicating their be-
havioral distortions — as well as tracing their origins back to the
training data — is a crucial step toward a fairer, more aware, and
more reliable NLP.
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